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Abstract

Rust is a popular systems programming language that offers compile-time guarantees via

its strong type system. Many recent systems have used Rust to enforce safety properties,

such as memory safety or the absence of data races. In addition, developers often write ad-

ditional static analyses of Rust code to bootstrap higher-level guarantees for their systems,

such as data privacy or data integrity.

This thesis presents work to improve the usability of the Rust static analysis infrastruc-

ture. Currently, the Rust compiler provides very limited support for custom static analyses

spanning multiple function bodies, which we call interprocedural analyses. This hinders
the development of static analyses that verify global properties of the program, rendering

them unsound or imprecise in the real-world setting.

We present PEAR, a framework for Rust static analysis that fills the gap in the lack of

tooling for interprocedural analyses in Rust. PEAR APIs allow the developers to compute

low-level information for each of the program constructs and integrate it into a new, auto-

matically derived global Rust program representation we call a monomorphized call graph
(MCG).

We evaluate PEAR on two real-world systems that employ Rust static analysis. We em-

pirically confirm that PEAR MCG construction is sound, as it resolves dynamic dispatch

correctly. We show that using PEAR allows expressing interprocedural analyses with less

developer effort and higher accuracy compared to prior, handwritten versions of the same

analyses.
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1 Introduction

Rust is a general-purpose systems programming language that offers static guarantees

like memory safety and the absence of data races through its type system. This allows

building systems with appealing security properties on top of Rust. Many recent systems

have used Rust both as a way to enforce memory safety and to bootstrap higher-level
guarantees such as crash safety [LTB+24b], data integrity [BKA+18; MQL+24; NHD+20;

PHJ+16], and data privacy [DAA+24; LTB+24a]. To catch offending programs, the Rust

compiler runs a suite of static analyses such as the borrow checker [Ruse] or the unsafety

checker [Rusf], rejecting programs that violate the checks at compile time. In addition

to built-in analyses, the Rust compiler provides an interface to write compiler plugins to

perform custom static analyses [Rusc]. Multiple systems use this framework to integrate

with the compiler and perform additional analyses [ABF+22; AZS+23; CPA+22; DAA+24;

GC23; LHC+23; MWD+23; VSC+22].

1.1 The Problem

Writing static analyses of Rust code is easier than doing so for other systems programming

languages since the Rust compiler was designed with extensibility in mind [Rusc]. How-

ever, the Rust compiler exposes a limited set of analysis primitives for third-party users.

The reason behind this is the focus of the Rust compiler developers on the needs of the

compiler itself rather than the needs of the compiler plugin developers.

The Rust compiler exposes type analysis queries to compiler plugins and provides anal-

ysis frameworks for intraprocedural analyses, such as the visitor framework [Rusb] or

the dataflow framework [Rusa]. However, the Rust compiler provides limited support for

tools that perform analyses across function boundaries, i.e., interprocedural analyses. This
limitation hinders the development of interprocedural analyses that verify useful global

properties about the programs with high accuracy.

Building an interprocedural analysis requires reasoning about the entire program and its

control flow across function boundaries. This is a hard task for languages that support

higher-order control flow, like Rust. For instance, the exact values of certain callees in

Rust, such as trait objects or closures passed as values throughout the program, can only

be determined at runtime. We refer to this situation as dynamic dispatch.

Currently, program analyses that aim to analyze global properties of Rust programs choose

one of the following approaches:

1. Perform best-effort interprocedural analysis and do not attempt to fully resolve dy-

namic dispatch [LWS+21; ZTJ+24].

2. Do without interprocedural analysis and perform intraprocedural analysis for every

function in isolation [BKA+21; Car15; LTB+24a].
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3. Limit interprocedural analysis to simple functions and use dynamic enforcement

(e.g., sandboxing) for more complicated scenarios [DAA+24].

4. Translate Rust code into a different representation and dispatch to third-party tools

for symbolic execution [ABF+22; VSC+22].

None of these approaches is fully satisfactory. To illustrate this, consider a developer con-

cerned about security of some dependency who wants to audit it to figure out if it ever

performs a network-related system call. To perform the audit thoroughly, the developer

needs to look into the transitive dependencies of a program as well. However, manually

following every call chain of every function in the dependency is labor-intensive and error-

prone. A static analysis that traverses the program and finds all reachable network calls

would simplify the auditing process. It removes the need for manual traversal and reduces

the auditing to looking through a small set of calls.

Now, consider how each of the approaches described above falls short in this situation.

Ignoring dynamic dispatch makes the analysis unsound. The strawman analysis will skip

all network calls behind dynamic dispatch, which should be shown to the person perform-

ing the auditing. Dynamic dispatch is ubiquitous in the Rust ecosystem [VSC+22], so any

analysis run in a real-world setting will have this limitation.

Considering every function in isolation is sound but incomplete. Without the information

about calling relationships between functions, the person performing the auditing will not

be able to tell which functions can actually be called at runtime and which ones the straw-

man analysis collected erroneously. Hence, analyzing every available function instead of

only the reachable ones could become a problem if it yields too many false positives.

Having a fallback mechanism for whenever static analysis fails might work for some use

cases but introduces trade-offs. In our example, the developer could run a best-effort static

analysis and run the rest of the code in a sandbox. However, using a sandbox carries a

performance cost, which could be prohibitive for some applications.

Translating Rust code into a different representation requires careful reasoning about its

semantics. At the same time, using symbolic execution engines is time-consuming for

larger functions. In our example, the strawman analysis would need to encode informa-

tion about which functions correspond to network calls into the target representation and

dispatch to the symbolic execution engine. However, running the strawman analysis on

some of the larger targets may take a prohibitively long time.

A framework for performing interprocedural analysis that builds directly on Rust compiler

primitives could avoid the problems outlined above. This would, in turn, help program

analyses using this framework to perform their analysis with better precision and less

developer effort.
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1.2 Proposed Solution

Interprocedural analyses in Rust benefit from having access to two types of information:

(i) all reachable function bodies in a monomorphized form (with all generics instantiated)

and (ii) a sound approximation of calling relationships between them.

We present a call-graph-based representation for Rust programs where all dynamic dis-

patch is soundly unwrapped, and all functions have type parameters instantiated, which

we call a monomorphized call graph (MCG).

Hence, the thesis makes the following contributions:

1. A new Rust program representation (MCG), which makes it easier for static analysis

developers to express their interprocedural analyses of Rust code (§3.3).

2. An algorithm for deriving an MCG for arbitrary Rust programs, borrowing tech-

niques from Rapid Type Analysis [BS96] (§3.4).

3. A shared library called PEAR, which derives MCGs for arbitrary Rust programs and

helps static analysis developers express their interprocedural analyses with less de-

veloper effort (§4).

4. Experience with porting static analyses from two real-world systems to PEAR,

Sesame [DAA+24] (§5.1) and Sniffer [TAS+25] (§5.2), which shows that PEAR can

support the static analysis needs of these systems (§6.2) and that using PEAR allows

expressing these analyses with less developer effort (§6.3).

The conceptualization, design, and implementation of PEAR presented in this thesis, as well
as the work of porting Scrutinizer, the static analyzer of Sesame [DAA+24], to PEAR was done
by myself.

PEAR was developed simultaneously with Sniffer [TAS+25], which is a parallel piece of work
complementary to PEAR that uses PEAR as a backbone of its static analysis. PEAR design and
APIs were heavily influenced by the use case of Sniffer. The process of porting Sniffer to PEAR
was performed by Sniffer’s lead author, Corinn Tiffany.

Some of the PEAR implementation borrows directly from the previous work: the serializa-
tion and tagging functionality is an extension of the approach that first appeared in Parale-
gal [AZS+23] and was used in my prior published work on Sesame [DAA+24].
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Figure 1: Overview of the Rust compilation process relevant to PEAR. Boxes shaded blue

show compiler hooks available to compiler plugin developers.

2 Background and Related Work

2.1 Rust Compiler Overview

Modules in Rust are organized into units of compilation called “crates,” which are similar to

software packages in other languages. The Rust compiler performs compilation per crate,

transforming each crate into an object file.

At a high level, the Rust compiler performs a sequence of transformations to the source

code, generating multiple intermediate representations (IRs). During each transformation,

the compiler performs analyses, like borrow checking or type checking, to prove properties

about the program and reject programs violating these properties. By default, the compiler

discards each crate’s intermediate representations after its compilation.
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Figure 1 shows a simplified diagram of the Rust compilation process relevant to PEAR.

First, the Rust compiler performs the source code lexing and parsing, transforming the

source code to the abstract syntax tree (AST) representation. After that, the Rust compiler

lowers the AST to the High-Level IR (HIR), which it then lowers to the Mid-Level IR (MIR).

Once the compiler producesMIR for each item, it lowers it to the LLVM IR. LLVM [LA04] is

an off-the-shelf compilation toolchain that performs further optimizations and translates

LLVM IR to object files for linking.

Each of the lowering steps performs a transformation that makes certain program analyses

easier to perform and brings the program one step closer to themachine code. For example,

the compiler performs type inference, trait solving, and type checking on theHIR and some

Rust-specific optimizations on the MIR.

2.2 Rust Compiler Plugins

The Rust compiler can invoke third-party tools during the compilation process via the

compiler plugin APIs [Rusc]. The compiler plugins can access the Rust IRs and perform

additional static analyses over them. Compiler plugin developers interact with the Rust

compiler by providing callbacks, which get invoked during the compilation process. The

Rust compiler invokes callbacks repeatedly for each of the compiled crates. Notably, a call-

back invoked during the compilation of one crate does not have access to the compilation

results from other crates. Figure 1 shows available callbacks and stages in the compilation

process where they get invoked (shaded blue).

The Rust community has created tools to simplify the process of developing compiler plu-

gins. rustc_plugin [CAG+23] is a framework for writing Rust compiler plugins that

provides infrastructure for integrating with Rust’s package manager, Cargo, as well as ad-

ditional utilities. PEAR uses rustc_plugin to integrate with Cargo and run cross-crate

analysis. Stable MIR [Sta] is a set of compiler APIs stable across compiler version changes,

which aims to simplify the compiler plugin development process. It makes it easier for

compiler developers to migrate between compiler versions and provides a simpler API for

interacting with a subset of MIR.

2.3 Static Analysis in Rusty Systems

Multiple research systems use static analysis to reason about Rust code. Sesame [DAA+24]

includes a Rust static analysis tool called “Scrutinizer.” Scrutinizer verifies leakage-freedom

of code regions as a part of the larger goal of Sesame to provide practical policy enforce-

ment guarantees for Rust developers. Rudra [BKA+21] is a static analysis tool that finds

memory safety bugs in unsafe Rust at scale. Rudra applies multiple heuristics over both

HIR and MIR to detect problematic patterns. MirChecker [LWS+21] performs static anal-

ysis over MIR using constraint-solving techniques and abstract interpretation to detect

potential runtime crashes and memory-safety errors. These systems mention the limita-
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tions of their interprocedural analysis or complete lack thereof as an obstacle to system

usability.

Automated verification tools for Rust, like Kani [VSC+22] or Prusti [ABF+22], translate

Rust code to a different representation (GOTO for Kani and Viper for Prusti). They then

use existing verification tooling on the translated code to reason about all possible exe-

cutions of the program using symbolic execution techniques. While those tools choose

a different approach, alternative verification tools developed purely for Rust could bene-

fit from having access to PEAR-style call graphs. For example, Njor and Hilmar [NG21]

outlines an abstract interpretation engine for Rust’s MIR and mentions the lack of inter-

procedural analysis as a limitation.

Rupta [LHG+24] integrates with the Rust compiler to perform points-to analysis of Rust

programs. Points-to analysis approximates which references point to which heap regions.

Results from points-to analysis could serve as a foundation for interprocedural analyses in

Rust since points-to analysis can discover the pointees of function pointers or trait objects.

While precise, points-to analysis is resource-intensive since it computes much more infor-

mation than necessary for resolving dynamic dispatch. In comparison, PEAR’s call graph

construction collects only objects relevant for dynamic dispatch and approximates them

without computing precise points-to information. If necessary, static analyses expressed

with PEAR can compute points-to information as a part of their analysis.

2.4 InterproceduralAnalyses inObject-OrientedProgrammingLanguages

Related work includes several approaches for constructing call graphs and performing

interprocedural analyses of object-oriented programming languages.

Reachability analysis (RA) [Sri92] is an inexpensive method for constructing call graphs.

When resolving dynamic dispatch, RA considers only function names or type signatures.

Hence, RA assumes that any function with the matching name or type signature can be

callable.

Class hierarchy analysis (CHA) [DGC95] and Rapid Type Analysis (RTA) [BS96] build on

RA to also account for inheritance relationships and instantiation information, respec-

tively. When resolving dynamic dispatch, CHA only considers the methods from the as-

sociated class and its ancestors. RTA further prunes all methods for classes that have not

been instantiated in the program.

Further modifications to RTA, like XTA [TP00], consider more information, such as ac-

cessed class fields andmethod type signatures, to resolve dynamic dispatchmore precisely.

Control-flow analyses (CFAs) [Shi91] compute a conservative approximation of the values

each expression in the program evaluates to. In comparison to the previous analyses, CFAs

compute information for each individual expression rather than the whole program. Hav-
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ing this information at hand allows building an approximation of the call graph for a pro-

gram. This, in turn, allows performing interprocedural analyses since all dynamic dispatch

has already been unwrapped. A commonway to implement a CFA is via small-step abstract

interpretation [Mig07], which is the approach of static analysis in Sesame [DAA+24].

PEAR borrows from the techniques discussed above in multiple ways. PEAR’s call graph

construction is similar to the approaches that collect information per program rather than

per expression. As a result, the PEAR call graph construction approach is more coarse-

grained and less resource-intensive than CFAs. Similarly to RTA, PEAR excludes all non-

instantiated dynamic dispatch objects from the constructed call graph.

Most of the algorithms above were designed for the object-oriented programming model

of Java. Instead of Java classes, Rust uses traits, which are conceptually similar to inter-

faces, to implement the object-oriented paradigm. This choice introduces some constraints

that help simplify the PEAR call graph construction. For example, Rust does not support

function overloading, so all functions are uniquely identified by their absolute path. Fur-

thermore, trait casts in Rust are explicit, so the trait of each dynamically dispatchedmethod

is always statically known. Hence, the modifications to RTA provided by XTA are unnec-

essary in Rust. On the other hand, Rust supports dynamic dispatch via function pointers.

Since those do not belong to a trait, PEAR disambiguates them by type signatures, simi-

larly to RA. This creates imprecision in some anti-pattern situations, which we discuss in

§7.3.
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Figure 2: Overview of PEAR architecture. PEAR clients define local and global analyses for

PEAR to execute.

3 Design

We now give an overview of PEAR and its APIs (§3.1), describe the MCG structure (§3.3),

and the process of MCG construction (§3.4).

3.1 PEAR Overview

PEAR’s goals are to make the analyses expressed with PEAR easy to write, customizable,

and efficient. In doing so, we face three major challenges. First, PEAR needs to resolve dy-

namic dispatch correctly to save the static analysis developer from having to resolve it on

their own. Second, PEAR needs to collect information from different crates that the Rust

compiler discards after compilation to allow the static analysis to use all available infor-

mation. Third, PEAR needs to filter out the information unnecessary to the analyses early

on since preserving all intermediate representations for large programs is prohibitively

expensive.

We overcome these challenges in PEAR by structuring PEAR analyses in two parts: local
analysis and global analysis. Local analysis runs first, retrieves relevant details for each
crate, and saves them to disk. Global analysis runs after, computes the MCG for the pro-

gram, and can query the results saved by the local analyses. Both of the analysis types serve

a distinct role, since a local analysis cannot construct the MCG as it sees only one crate in

isolation, and a global analysis misses low-level details available to the local analysis.

Local analysis provides the means for the static analysis developers to transform and filter

relevant crate-local information. This is necessary since serializing all available informa-

tion for global analysis to consume would be costly, compromising the efficiency goal.

Global analysis connects a bird’s eye view of the program, represented by the MCG, to-
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Local Analysis Global Analysis

Invocation place Each compiled crate Entry function crate

Available inputs

Everything the Rust compiler
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Optimized MIR, local analysis
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Analysis output
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Figure 3: Comparison between local and global analyses of PEAR. Local and global analyses

complement each other: local analysis captures low-level information for each compilation

unit, while global analysis integrates it into a program-level data structure (MCG).

gether with the relevant per-function information, obtained from the local analyses. PEAR

provides APIs to traverse MCGs and query deserialized information from local analyses to

aid the static analysis developers.

Figure 2 illustrates the process of PEAR operation. Static analysis developers provide static

analyses for PEAR to execute by implementing a LocalAnalysis and a GlobalAnalysis

traits. PEAR invokes the analyses at the appropriate time during the compilation process.

Figure 3 compares the two types of analysis. Local analyses run as a part of the compilation

of each crate. This allows local analyses to access information that the compiler would

otherwise discard after the crate compilation is done, like unsafety information or borrow

checker facts. At the end of each local analysis, PEAR serializes its results and tags them

with a stable identifier, which the global analysis can later query. Global analysis runs

after all local analyses complete and can access the results from all local analyses that ran

beforehand and the computed MCG for the program. Global analysis runs in the context of

the crate of the entry function. It has access to all of the local analysis results and the MCG

constructed from the entry function. Most global analyses take the form of a traversal over

theMCG. Global analyses use identifiers present in theMCG to query the results from local

analyses, which PEAR deserializes and provides to the global analysis.

3.2 PEAR Analysis Walkthrough

Let us take an example of a program analysis that identifies all reachable unsafe blocks in

the program and walk through how a static analysis developer uses PEAR APIs to express

this analysis.

The code snippet provided in Figure 4 shows the implementation of local and global anal-

yses for this example. PEAR clients write local and global analyses by implementing the

corresponding trait: line 3 for the local analysis and line 17 for the global analysis.
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1 pub struct LocalUnsafety { ... }

2

3 impl LocalAnalysis for LocalUnsafety {

4 type Output = Vec<CodeLocation>;

5

6 fn execute(&self, compiler: Compiler, function_id: Id) -> Output {

7 // Query the compiler to retrieve HIR for the function.

8 let function_hir = compiler.get_hir(function_id);

9 // Search unsafe locations in the HIR of the function.

10 let unsafe_locations = get_unsafe_locations(function_hir);

11 // Return the unsafe locations.

12 // PEAR serializes those and tags them with the function ID.

13 return unsafe_locations;

14 }

15 }

16

17 pub struct GlobalUnsafety { ... }

18

19 impl GlobalAnalysis for GlobalUnsafety {

20 type LocalAnalysis = LocalUnsafety;

21

22 fn execute(&self, compiler: Compiler, mcg: MCG) {

23 // Traverse the MCG of the program.

24 for node in mcg {

25 // Query PEAR for the relevant local analysis results.

26 let unsafe_locations = load_local_analysis_results(node);

27 // Print locations of unsafe blocks to the user.

28 for location in unsafe_locations {

29 println!(location);

30 }

31 }

32 }

33 }

Figure 4: PEAR-based implementation of static analysis that finds all reachable unsafe

blocks in a given program. PEAR automatically serializes results of the local analysis, loads

them during global analysis on demand, and provides automatically constructed MCG for

the global analysis.
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The compiler performs unsafety checking at the HIR level, so it will discard unsafety in-

formation once it is done compiling the crate. Hence, the local analysis, which runs in

the context of each crate, needs to retrieve unsafety information for each of the function

bodies before the compiler discards it. To do so, the local analysis first needs to register

the type of its output (line 4). PEAR needs to know how to serialize the output of each

local analysis to save it after PEAR is done executing the local analysis. PEAR synthesizes

serialization logic for common types from the Rust compiler and the standard library con-

tainers holding those types. Thus, PEAR knows how to serialize Vec<CodeLocation>,

and no further actions are necessary from the developer. The only task the local analy-

sis has left to complete is to query the appropriate information from the compiler (line

8) and filter the relevant information about unsafe blocks (line 10) using a custom helper

function get_unsafe_locations, not shown here. PEAR runs the local analysis for each

crate, and serializes and stores its outputs on disk.

Global analyses serve as a way to both filter and aggregate the information local analyses

provide. For the unsafety analysis example, the global analysis needs to filter out unsafe

blocks not reachable by the program. Global analyses make use of the MCG that PEAR

constructs for the program. PEAR in Figure 4 provides the global analysis with the MCG

(line 22). Then, the global analysis traverses the MCG (line 24), querying the results of

the local analysis for each node (line 26). PEAR automatically determines the appropriate

output type of the local analysis linked to the currently running global analysis (line 20)

and retrieves the data. Once the analysis finishes loading and filtering the information

about reachable unsafe blocks, it can output the information to the user (line 29).

3.3 Monomorphized Call Graph (MCG)

Any program in a language with dynamic dispatch could produce different call graphs for

different executions, depending on which execution path it takes at runtime. Intuitively, an

MCG is a union of all possible call graphs of a program for all possible runtime execution

paths.

PEAR always builds MCG with respect to some root node, which is the entry point of the

program PEAR analyzes. PEAR requires the root node to contain no unresolved generics

or arguments containing dynamic dispatch objects (we discuss this limitation in detail in

§4.2).

More specifically, an MCG is a program call graph that satisfies the following properties:

• All nodes in anMCG are function instances with all generics instantiated (i.e., monomor-

phized function instances).

• The outgoing node set of each node contains all functions called by the corresponding

monomorphized function instance at some program execution.
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1 fn foo<T>(input: T) { ... }

2

3 fn bar(input: u32) { ... }

4

5 fn entry(flag: bool, a: u32, b: u64) {

6 let func = if flag { foo } else { bar };

7 func(a); // Call via dynamic dispatch.

8 foo(b); // Static call.

9 }

(a) Sample Rust program.

entry

foo<u32> bar

foo<u64>

(b) MCG constructed for the program.

Figure 5: Sample Rust program and the corresponding MCG PEAR constructs for the pro-

gram.

Figure 5 shows a sample Rust program and its MCG. Here, PEAR starts constructing MCG

from function entry (line 5), so PEAR analyzes its function body first.

Note that the compiler does not statically know the value of func because func can refer

to either foo or bar (line 6), depending on the value of flag at runtime. Hence, PEARmust

include both of the instances in the MCG, since entry could be calling either at runtime.

It is insufficient to simply include generic foo<T> in the MCG, since foo could behave

differently based on the value of its type parameter T at runtime. To address this, PEAR

must add the monomorphized version of foo to the MCG. Since the type of a on line 5 is

u32, PEAR includes foo<u32> in the MCG.

entry could also call foowith a different value of type parameter T. On line 8, entry calls

foo with an argument of a different type. In this case, the type of T associated with foo is

u64, so PEAR includes an additional instance of foo<u64> in the MCG.

3.4 MCG Construction

PEAR constructs the MCG in two steps: reachability analysis and refinement.

3.4.1 Reachability Analysis

In the reachability analysis step, PEAR computes a set of functions transitively reachable

from a given entry point using the reachability algorithm from the Rust compiler [Rusd].

The reachable set contains both the functions called statically and the functions called via

dynamic dispatch. For example, the call to foo on line 8 of Figure 5a is a static call, since

the value of foo is unambiguous at compile time. In contrast, for the calls via dynamic

dispatch, the compiler does not know the callee at compile time. In the context of Rust,

calls via dynamic dispatch are calls to dynamic trait object methods or function pointers.

17



Metadata Stored
for Refinement

Function Call
Function Call

Type

Trait DefId, trait

method DefId
Vtable item, indirect drop Dynamic

Function signature

Static function, function pointer, Fn trait

item, static closure shim

Dynamic

None

Analysis root, direct call, drop, assert,

unwind, inline assembly

Static

Figure 6: PEAR stores additional metadata for each node in the reachability graph. This

information is used during refinement for MCG construction.

For example, the call to func, on line 7 of Figure 5a is a call via dynamic dispatch, since

func is a function pointer and the compiler does not know its value at compile time.

Since the target of calls via dynamic dispatch is known only at runtime, the reachabil-

ity algorithm uses heuristics to collect dynamic dispatch callees and approximate the set

of reachable functions. To maintain soundness, the algorithm collects all objects callable

via dynamic dispatch at their creation. For example, the algorithm collects all methods

attached to dynamic trait objects and functions converted to function pointers whenever

a dynamic trait object or a function pointer is created anywhere in the program. For the

example in Figure 5a, the algorithm will collect foo and bar on line 6, once the function

pointers are created.

We extend the reachability algorithm by making PEAR annotate each reachable function

with the reason for its collection and additional metadata to differentiate between calls

via dynamic dispatch. Figure 6 shows the list of call types and additional metadata PEAR

stores for each item. For the example in Figure 5a, PEARwill categorize a call to foo on line

8 as a static function call and store no extra metadata for it. For the function pointers later

assigned to func, PEAR will store the signature corresponding to the function pointers at

their creation on line 6.

3.4.2 Refinement

After the reachability algorithm, PEAR runs the refinement algorithm to compute theMCG

starting from a given entry point. PEAR recursively builds theMCG by visiting all function

calls from the current function body and adding the discovered callees to the graph. For

static function calls, the callee is known at compile time, so PEAR adds the function to the

graph and recurses into the callee. For dynamically dispatched function calls, the callee

is not known at compile time, so PEAR uses one of the heuristics, which correspond to
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1 trait Foo { fn method(&self); }

2 trait Bar { fn method(&self); }

3

4 struct S1 { ... }

5 struct S2 { ... }

6 struct S3 { ... }

7

8 impl Foo for S1 { fn method(&self) { ... } }

9 impl Foo for S2 { fn method(&self) { ... } }

10 impl Bar for S3 { fn method(&self) { ... } }

11

12 fn main() {

13 let s1 = S1 { ... };

14 let s2 = S2 { ... };

15 let s3 = S3 { ... };

16

17 // True positive.

18 // PEAR adds <S1 as Foo>::method to the MCG.

19 // main does call <S1 as Foo>::method.

20 let s1_ref: &dyn Foo = &s1;

21

22 // False positive.

23 // PEAR adds <S2 as Foo>::method to the MCG.

24 // main does not call <S2 as Foo>::method.

25 let s2_ref: &dyn Foo = &s2;

26

27 // True negative.

28 // PEAR does not add <S3 as Bar>::method to the MCG.

29 // main does not call <S3 as Bar>::method.

30 let s3_ref: &dyn Bar = &s3;

31

32 // <S1 as Foo>::method is the only call from main.

33 s1_ref.method();

34 }

Figure 7: PEAR uses a heuristic to approximate dynamic dispatch, which introduces false

positives to the MCG. PEAR adds <S2 as Foo>::method to the MCG (line 25), but main

never calls <S2 as Foo>::method.
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the two metadata types stored for dynamically dispatched calls (described in the first two

rows of Figure 6).

For trait object method calls (row 1 of Figure 6), PEAR finds all reachable trait object meth-

ods that match the trait and method identifier of the target. Any trait object method call

happens only after the trait object containing the corresponding function is created, which

the reachability algorithm will collect. Hence, the heuristic soundly approximates all trait

object method calls that could take place.

Figure 7 illustrates the false positives that could occur during the refinement process for

trait object method calls. During reachability analysis, PEAR collects all methods attached

to S1, S2, and S3 on lines 20, 25, and 30 respectively. During refinement, PEAR only

considers the call to method on line 33. Since both <S1 as Foo>::method and <S2 as

Foo>::method match the trait identifier (Foo) and the method identifier (method) of the

call on line 33, PEAR adds both to the MCG.

<S1 as Foo>::method is called during program execution (line 33), and PEAR added it

to the MCG, so it is a true positive. However, since <S2 as Foo>::method is never called

during program execution but PEAR added it to the MCG, it is a false positive. Since <S3

as Bar>::method has a different trait identifier, PEAR does not add it to the MCG and it

is never called during program execution, so it is a true negative.

For any of the function-pointer-like targets (row 2 of Figure 6), which includes func-

tion pointers, closures, and static functions, PEAR finds all reachable function-pointer-like

function calls that match the desired function signature. By the same token, any function-

pointer-like function call happens only after the reference to the corresponding function is

created, so this heuristic is also sound. Once PEAR is done computing the heuristic, PEAR

adds all matching nodes to the MCG, assuming that any of them could be callable at the

runtime. PEAR marks the approximated nodes as such to show that the approximation

took place to the client. At the end of the refinement phase, PEAR will have constructed

an MCG from the set of reachable functions.

3.4.3 MCG Construction Soundness

While a proof of soundness for theMCG construction is out of scope for this thesis, we pro-

vide an argument about the soundness of its dynamic dispatch resolution, which captures

the intuition for why MCG is a sound approximation.

First, we assume that the compiler reachability algorithm correctly computes a set of all

functions that could potentially be called at runtime.

Then, we empirically observe the following facts about Rust:

1. Dynamic dispatch in Rust happens either through trait object methods or through

function-pointer-like constructs.
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2. Creation of trait objects and function-pointer-like constructs is explicit and captured

by the reachability algorithm of the compiler.

3. Calls to dynamically dispatched functions through trait objects and function-pointer-

like constructs are explicit and captured by the MIR.

4. Each dynamic dispatch object belongs to a single group, which can be uniquely iden-

tified by the metadata from Figure 6 at the creation time and at the call time.

It follows that the creation of all dynamic dispatch objects is captured by the reachability

analysis part of the MCG construction algorithm, and the call sites of all dynamic dispatch

objects are captured by the refinement part of the algorithm. Furthermore, since the meta-

data matches at creation and execution, the MCG construction algorithm soundly resolves

dynamic dispatch.

21



4 Implementation

We implemented PEAR in 5.8k sLoC of Rust. PEAR is a compiler plugin, which makes

it necessary to pin both PEAR and its dependencies to a specific compiler version. This

is required since internal Rust compiler APIs are unstable and change from one nightly

version to another. PEAR is pinned to the nightly-2024-01-06 version of Rust compiler.

We provide a modified version of rustc_plugin pinned to the same compiler version as

a part of the PEAR repository.

We release the implementation of PEAR as an open-source GitHub repository available at

https://github.com/artemagvanian/pear.

4.1 Integrating with PEAR

Static analyses integrate with PEAR by providing their implementation of local and global

analyses to PEAR. PEAR then generates a set of compiler callbacks and invokes the com-

piler with them. PEAR also configures the Rust compiler with the appropriate arguments

to preserve optimized MIR and recompile the Rust standard library. Both of the options are

necessary for the soundness of MCG construction. PEAR further modifies rustc_plugin

to provide the necessary arguments to all compiler invocations needed by PEAR.

4.2 Implementation Limitations

Currently, our PEAR prototype errors when tasked with constructing an MCG from an

entry point that has unresolved generics or accepts trait objects and function pointers as

arguments. Dynamic dispatch that depends on such uninitialized parameters is unresolv-

able in full, since they can take arbitrary values at runtime. Hence, a solution supporting

this use case must skip the uninitialized top-level parameters. With additional engineer-

ing effort, it is possible to extend the MCG construction algorithm to support such entry

points by filtering out dynamic dispatch associated with the top-level sources. However,

the MCG constructed from such entry points will be inherently incomplete, since it is im-

possible to know which values top-level generics or dynamic dispatch objects will take at

runtime.

The current implementation of PEAR omits assert, unwind, or inline assembly nodes in

its MCG construction. Neither of the PEAR-based analyses in our evaluation makes use of

these nodes, but, they can be included into the MCG with more engineering effort.
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5 Application Case Studies

Weused PEAR to express the static analyses from two real-world systems: Sesame [DAA+24]

and Sniffer [TAS+25], which we describe below.

5.1 Sesame

Sesame is a framework for end-to-end privacy policy enforcement in web applications.

Sesame wraps data in policy containers that couple data with policies that apply to it. To

operate on the data, developers using Sesamemust access it through vetted privacy regions.
Sesame prevents privacy regions from leaking protected data by applying static analysis

and sandboxing to the regions.

Sesame’s static analyzer, Scrutinizer, collects all available function bodies and resolves dy-

namic dispatch along the way. To resolve dynamic dispatch, it uses small-step abstract in-

terpretation, implemented via the dataflow analysis framework of the Rust compiler. Scru-

tinizer then organizes the function bodies it discovered into a call graph, which represents

a union of the program’s call graphs from all possible executions. Afterward, Scrutinizer

runs its leakage-freedom analyses on the call graph.

5.1.1 Requirements for Scrutinizer

To uphold the guarantees of Sesame, Scrutinizer should label any leaking privacy regions

as such. In other words, the false negative rate of Scrutinizer must be zero. On the other

end, Sesame provides a fallback mechanism for enforcing non-leakage of privacy regions

that Scrutinizer fails to verify as non-leaking. Hence, Scrutinizer can conservatively label

some non-leaking regions as leaking.

5.1.2 PEAR-enabled Scrutinizer

We notice two facts about Scrutinizer. First, the bulk of its source code implements the call

graph construction, while its analysis part is small and self-contained. Second, most of the

limitations of Scrutinizer stem from the imperfections of its call graph construction. These

facts make Scrutinizer a static analysis that could benefit from having access to MCGs.

Local analysis for PEAR-enabled Scrutinizer retrieves borrow checker facts needed to run

its variable flow analysis and the function bodies to which the borrow checker facts apply.

Global analysis for PEAR-enabled Scrutinizer runs the original leakage analysis using the

data from the local analysis to approximate variable flows.

5.2 Sniffer

Sniffer is a targeted auditing tool using static analysis to alleviate auditor burden. One of

Sniffer’s use cases is auditing extensions for systems that depend on properties of safe Rust
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not covered by Rust’s UB-freedom guarantees. Examples of these properties include en-

capsulation of private struct members, absence of interior mutability, or panic-freedom.

Sniffer runs its analysis over an input crate and its dependencies. Similarly to Scrutinizer,

Sniffer builds the call graph of all transitively reachable functions to ensure the exhaustive-

ness of its analysis. Users of Sniffer implement a check for the target property of interest

as a visitor over this call graph. Sniffer recursively runs the visitor on the call graph, taking

note of the paths through which each node is reachable. Sniffer reports the regions that

fail the check and the paths through which the region is reachable. The auditor then uses

the call chain information to decide if the region truly violates the property.

5.2.1 Requirements for Sniffer

For the auditing process to be correct, Sniffer should label any region violating the desired

property as such. Similarly to Scrutinizer, the false negative rate of Sniffer should be zero.

Since there is a person in the loop reviewing the regions, Sniffer can surface some benign

regions as potentially violating the property.

5.2.2 PEAR-enabled Sniffer

Like Scrutinizer, the bulk of the original Sniffer code implemented call graph construction

and suffered from its limitations. In addition, a big part of the original Sniffer codebase

consisted of its own version of local analysis and the serialization infrastructure. Sniffer

had to manually recompile the crates of interest to obtain the information the compiler

otherwise discarded. Hence, Sniffer could benefit from having access to MCGs, PEAR local

analysis architecture, and the serialization infrastructure.

Sniffer uses PEAR to implement analyses that find unsafe blocks, code that breaks encap-

sulation of private struct members, uses of interior mutability, and panics. The Sniffer

authors used these analyses to audit multiple real-world systems.

Local analysis for PEAR-enabled Sniffer retrieves HIR-level information for each function

body, since the compiler discards it after each crate compilation. Global analysis for PEAR-

enabled Sniffer traverses the MCG to find function bodies containing patterns that could

break system-level guarantees.
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6 Evaluation

We ask the following questions to evaluate PEAR:

1. Does PEAR approximate dynamic dispatch correctly? (§6.1)

2. How precise is the MCG construction algorithm of PEAR, and what impact does it

have on the accuracy of static analysis systems? (§6.2)

3. How much developer effort is required to use PEAR? (§6.3)

6.1 Dynamic Dispatch Resolution Correctness

Having PEAR resolve dynamic dispatch correctly is a prerequisite for the soundness of any

analysis built on top of PEAR. To test the correctness of PEAR dynamic dispatch resolution,

we use an open-source benchmark and supplement it with additional tests.

VanHattum et al. [VSC+22] contributed an extensive test suite for verifying dynamic trait

objects in Rust and used it to check the dynamic dispatch resolution correctness of the

Kani Rust Verifier tool. This test suite is available as a part of the source code repository

for Kani [Kan21] and has grown over time. To use this test suite, we adapt the test cases to

PEAR by filtering out any Kani-specific checks and encoding the test cases as assertions

that all functions behind dynamic dispatch are present in theMCG for the program. A good

result for PEAR would show PEAR MCG construction being sound, i.e., PEAR correctly

identifies all functions executed at runtime.

PEAR correctly resolves dynamic dispatch for all available test cases. In addition to the

test cases from VanHattum et al., we provide more complicated test cases, which test trait

object chains, function pointer casts, and global statics. Figure 8 shows the details of the

test cases.

6.2 Accuracy of MCG Construction

Since the MCG overapproximates the central call graph of the program, it can contain

nodes that correspond to the functions thatwill never be executed by the program. To serve

as a useful foundation for other static analysis systems, the overapproximation introduced

by the MCG construction algorithm should not detract from the accuracy of the client

static analyses.

To evaluate the impact of PEAR on the accuracy of existing static analysis systems, we

run experiments from Sesame [DAA+24] and Sniffer [TAS+25] on the versions of these

systems that we reimplemented on top of PEAR. A good result for PEAR would show

that PEAR-enabled Sesame and Sniffer satisfy the requirements from §5.1.1 and §5.2.1.

Specifically, PEAR-enabled Sesame and Sniffer should show equal or lower false positive
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Test Case Code Snippet Author

Boxed trait Box::new(...) as Box<dyn T>
VanHattum et al.

[VSC+22]

Boxed auto trait

Box::new(...) as Box<dyn

Send + Sync>

VanHattum et al.

[VSC+22]

Closure reference

Box::new(|| {...}) as &dyn

Fn

VanHattum et al.

[VSC+22]

Function pointer

reference

&func as &dyn Fn
VanHattum et al.

[VSC+22]

Boxed closure

Box::new(|| {...}) as

Box<dyn FnOnce>

VanHattum et al.

[VSC+22]

Boxed function

pointer

Box::new(&func) as Box<dyn

FnOnce>

VanHattum et al.

[VSC+22]

Nested closures

Box::new(Box::new(|| {}))

as Box<Box<dyn FnOnce>>

VanHattum et al.

[VSC+22]

Closure as

function pointer

|| {...} as fn() -> ()
VanHattum et al.

[VSC+22]

Trait upcasting

trait T: U; <dyn T as

U>::method(...)

VanHattum et al.

[VSC+22]

Unsized reference

casts

&(dyn T + Sync) as &(dyn T)
VanHattum et al.

[VSC+22]

Unsized Box casts
Box<dyn T + Sync> as

Box<dyn T>

VanHattum et al.

[VSC+22]

Unsized Rc casts
Rc<dyn T + Sync> as Rc<dyn

T>

VanHattum et al.

[VSC+22]

Explicit Box drop impl Drop for T; Box<dyn T>
VanHattum et al.

[VSC+22]

Explicit reference

drop

impl Drop for T; &dyn T
VanHattum et al.

[VSC+22]

Trait chains

trait A : B + C, trait B :

D, trait C: D
Newly developed

Function pointers func as fn() -> () Newly developed

Stored function

pointer

struct Wrapper(fn() -> ()) Newly developed

Static function static FUNC: fn() -> () Newly developed

Static closure static FN = || ) Newly developed

Figure 8: PEAR passes a comprehensive test suite of dynamic dispatch test cases.
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Ground Truth
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Non-leaking 25 0 0

Leaking 8 46 0

Skipped 0 0 34
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b
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d Non-leaking 25 0 0

Leaking 8 46 0

Skipped 0 0 34

(a) Running static analysis from Sesame on methods from Vec.

Ground Truth

Non-leaking Leaking Unresolved

O
r
i
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a
l

Non-leaking 14 0 0

Leaking 10 16 0

Skipped 0 0 4

P
E
A
R

e
n
a
b
l
e
d Non-leaking 14 0 0

Leaking 10 16 0

Skipped 0 0 4

(b) Running Scrutinizer on methods from HashMap.

Figure 9: Analyzing non-leakage of methods from the Rust standard library containers.

PEAR-based Scrutinizer classifies the same number of non-leaking methods as the original

Scrutinizer while remaining sound (rejecting all leaking methods).

rates compared to the original versions of these systems. At the same time, PEAR-enabled

Sesame and Sniffer should show zero false negative rates, in line with the original versions.

6.2.1 Sesame

Sesame’s static analysis, Scrutinizer, includes a comprehensive internal test suite, which

PEAR-enabled Scrutinizer passes.

Furthermore, Scrutinizer includes an internal accuracy benchmark. The benchmark ana-

lyzes methods from two containers from the Rust standard library, Vec, and HashMap, for

leakage-freedom. The Rust standard library includes a lot of optimizations and multi-level

dynamic dispatch, which makes this benchmark a challenging task for static analysis.

Figure 9 shows the results of running PEAR-enabled Scrutinizer on this benchmark to-

gether with the results from the original Scrutinizer for reference. PEAR-enabled Scruti-

nizer correctly identifies all leaking methods (the intersection of “Ground Truth / Leaking”
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Application Leakage-Free Accepted (Original) Accepted (PEAR)

YouChat 3 3 3

Voltron 3 3 3

Portfolio 55 43 43

WebSubmit 19 17 17

Figure 10: The accuracy of PEAR-enabled Scrutinizer is comparable to the accuracy of

the original one. PEAR-based Scrutinizer accepts all leakage-free regions that the original

Scrutinizer accepts.

Cargo
Geiger

Cargo
Scan

Sniffer
(MCG only)

Sniffer
(MCG + analysis)

Identified Regions 33,735 43,761 9,982 12

Problematic Regions 1 1 1 1

Figure 11: PEAR-based Sniffer is more accurate than the alternatives. MCG construction

alone improves the accuracy by 3.4× compared to Cargo Geiger and by 4.4×, compared

to Cargo Scan.

and “PEAR-enabled / Non-leaking” in each of the tables of Figure 9 is zero). This empiri-

cally confirms the soundness of PEAR-enabled Scrutinizer, in line with the zero false neg-

ative rate requirement.

PEAR-enabled Scrutinizer also correctly identifies the same number of non-leaking meth-

ods as the original Scrutinizer (see the “Ground Truth / Non-leaking” column in each of

the tables of Figure 9). Despite performing amore coarse-grained dynamic dispatch resolu-

tion compared to the original Scrutinizer, PEAR-based Scrutinizer achieves an equal false-

positive rate. In the context of Sesame, a higher false-positive rate would mean having to

rely less on sandboxing, which could negatively affect performance. Similarly to the origi-

nal Scrutinizer, PEAR-enabled Scrutinizer does not run on methods with non-instantiated

generics, which we report in the “Unresolved” column of Figure 9.

As a part of the Sesame evaluation, its authors run Scrutinizer on privacy regions from four

applications, both newly developed for Sesame and ported to Sesame. Figure 10 shows the

results of running PEAR-enabled Scrutinizer on the applications. PEAR-enabled Scruti-

nizer successfully verifies all of the regions from the applications, which shows that the

false positive rate of PEAR-enabled Scrutinizer is comparable to the original one.

In total, the experiment shows that porting Scrutinizer to PEAR enabled comparable ac-

curacy while maintaining soundness.
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6.2.2 Sniffer

We focus on two experiments from Sniffer: the first one comparing the number of false

positives produced by Sniffer to alternative approaches, and the second one comparing the

original Sniffer to PEAR-enabled Sniffer.

The first experiment finds occurrences of encapsulation-breaking code that would endan-

ger Sesame’s guarantees in an endpoint from Sesame. To provide a baseline for developer

burden with existing tools, the experiment also applied Cargo Geiger [Car15] and Cargo

Scan [ZTJ+24] to this endpoint.

Figure 11 shows the results. Sniffer identifies 12 calls with potential violations, while Cargo

Geiger reported 33,735 potentially “used” unsafe items, and Cargo Scan reported 43,761

items to audit. Even without specifically targeting encapsulation-breaking, bare-bones

Sniffer reporting all unsafe regions present in the MCG decreases the auditing burden

by 3.4× compared to Cargo Geiger and by 4.4×, compared to Cargo Scan. PEAR-enabled

Sniffer that runs its encapsulation-breaking analysis produces an auditor burden on the

order of tens of regions, while the alternatives produce an auditing burden multiple mag-

nitudes higher. This serves as an indirect testament to the usefulness of PEAR with respect

to increasing the accuracy of Rust static analyses.

The second experiment runs Sniffer’s unsafety-freedom analysis on a crate called dryoc,

which claims to be “mostly free of unsafe code”. Both the original Sniffer and PEAR-enabled

Sniffer flag reachable unsafe regions of code. These regions serve as entry points for the

library developers to audit the crate and ensure that unsafe regions do not interfere with

the correctness and security goals of the crate.

For each of the analyzed functions, the original Sniffer reports tens of unresolved func-

tions due to dynamic dispatch, while PEAR-enabled Sniffer resolves all dynamic dispatch.

Even though PEAR-based Sniffer resolves dynamic dispatch fully, it yields a comparable

auditor burden, with 13.85 unsafe functions per top-level public API function on average,

compared with 10.02 on average for the original Sniffer.

6.3 Developer Effort

We qualitatively evaluate the developer effort required to port Sesame’s static analysis,

Scrutinizer, (§5.1) and Sniffer (§5.2) to PEAR.

6.3.1 Sesame

Leakage-freedom analysis in the original Scrutinizerwas already decoupled from its collec-

tion algorithm. Hence, porting Scrutinizer to PEAR amounted to swapping the collection

algorithm for PEAR-provided MCG generation and splitting the leakage-freedom analysis

into local and global analyses to make use of PEAR APIs. We estimate that porting Scru-
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tinizer to PEAR required approximately 40 person-hours for a person familiar with Rust

static analysis, which we expect most of the PEAR clients are.

PEAR-based Scrutinizer comprises 1k sLoC of Rust compared to the 4.2k sLoC of the origi-

nal Scrutinizer. Most of the reduction comes from having access to the MCG, which makes

the collection unnecessary. Furthermore, strict delineation between local and global anal-

yses provides a framework for the analysis, making it simpler. We discuss the problems

we encountered during the porting process in the next section (§7).

6.3.2 Sniffer

Sniffer initially used the collection algorithm from Scrutinizer, which was brittle and spe-

cific to the needs of Sesame. Since Scrutinizer was tailored for small and self-contained

regions of code, running it on the whole crates resulted in errors because Scrutinizer en-

countered code constructs its collection algorithm does not support.

Shifting to PEAR broughtmultiple benefits. PEAR-enabled Sniffer is able to analyze awider

range of programs, since, to the best of our knowledge, PEAR supports MCG generation

for all language features available in its target Rust version. Furthermore, it became easier

for Sniffer authors to add new analyses to Sniffer, since PEAR handles most of the compiler

configuration and allows plugging local and global analyses while keeping the rest of the

infrastructure intact. Finally, since PEAR marks approximated dynamic dispatch as such,

Sniffer could provide additional information to its users to help them figure out if some-

thing is a potential false positive. Upon encountering a node marked as generated due to

dynamic dispatch approximation, Sniffer surfaces this information to the user.

PEAR-enabled Sniffer comprises 1.4k sLoC of Rust among its four analyses: unsafety-

freedom, encapsulation-breaking, presence of interior mutability, and panic-freedom. This

suggests an approximate 350 sLoC per analysis, which we consider modest. In compari-

son, the original Sniffer comprises 4.2k sLoC of Rust, including the collection infrastruc-

ture from Scrutinizer. Porting Sniffer to PEAR took 15 person-hours for an experienced

compiler plugin developer. Most of the time was spent on figuring out how the existing

analysis mapped to global and local analyses of PEAR.
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7 Discussion

We discuss the limitations of PEARwe encountered while using it with Sesame and Sniffer.

7.1 Compiler Versions

The Rust compiler lacks API stability guarantees across different compiler versions. As a

result, each compiler plugin must be pinned to a specific compiler version, which plugin

users must use to run it. This limitation is not specific to PEAR, but characteristic of the

overall Rust compiler plugin ecosystem.

PEAR’s nature as a compiler plugin limits the usability of PEAR in multiple ways. First,

PEAR clients must ensure that the crates they are using PEAR with compile with the com-

piler plugin version PEAR chose. From our experience, most crates support Rust compiler

versions dating one to two years back. Second, using PEAR with sibling tools to develop

richer static analyses requires ensuring that the compiler version used by a sibling tool

matches the compiler version used by PEAR. In practice, this means that the client of

PEAR will need to vendor modified versions of sibling tools to ensure version compat-

ibility, which is what we had to do with Flowistry [CPA+22] for supporting analysis in

Sesame. Third, migrating between compiler versions presents its own set of challenges.

For instance, changes to the compiler do not take into account the external users and

might break the invariants systems like PEAR depend on. Without a strong test suite, de-

tecting semantic changes that do not change the externally visible APIs becomes hard, as

the Rust compiler is under active development.

Stable MIR [Sta] addresses some of these problems by providing alternative MIR APIs

stable across compiler versions. However, opting into Stable MIR requires significant en-

gineering effort, since some of the APIs are different from the original compiler APIs.

Furthermore, Stable MIR is a strict subset of the optimized MIR in terms of available infor-

mation. Hence, some of the information used by static analysis tools, like borrow checker

information for Scrutinizer or unsafety information for Sniffer, is no longer available for

them in Stable MIR. Such static analyses would be forced to obtain the information un-

available in Stable MIR via original compiler APIs, which brings back a part of the original

problem.

7.2 Differences in MIR Optimization Levels

PEAR constructsMCGs using an optimized version ofMIR for efficiency reasons. However,

some static analysis tools for Rust operate over different MIR versions.

For example, when porting Sesame to PEAR, we encountered a problem where Flow-

istry performed its analysis over MIR obtained after borrow checking. It then computed

variable-granularity data and control flow in terms of objects in that MIR version, which
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did not directlymap to the objects in the optimizedMIR. Solving this required aworkaround

of saving the version of MIR on which Flowistry operates for each of the relevant func-

tions. We then converted constructs from that MIR version to the constructs from opti-

mized MIR, which PEAR uses. With extra engineering effort, however, it is possible to

develop a version of PEAR, which performs its analysis over MIR at different optimization

levels.

7.3 MCG Anti-Patterns

We observed one pattern in Rust that results in particularly low precision for MCGs. The

reachability analysis of PEAR disambiguates function-pointer-like constructs exclusively

by their signatures. While sound, creating many function pointers with the same signature

results in PEAR assuming that they are interchangeable. Specifically, PEAR assumes that

whenever a function behind one of the function pointers is called, any of the function

pointers with a given signature can be called. This pattern makes PEAR include many

nodes in MCGs that represent calls that would never occur in reality.

In general, this situation is quite rare, but a possible way to construct this pattern is by

having a widely used trait whose implementation creates a function pointer under the

hood for each of the implementations. The formatting infrastructure from the Rust stan-

dard library exhibits exactly this pattern. The default implementation of the Display trait

converts any formatter for the implementer type into a function pointer, with the same

function signature for each one of them.

Cases like this could be disambiguated by keeping track of the calling contexts in which

such calls occur to disambiguate them further.
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8 Conclusion

PEAR is a framework for writing static analyses that fills in the gap in the lack of tool-

ing for interprocedural analyses in Rust. PEAR’s core abstraction is a new Rust program

representation, the monomorphized call graph (MCG). Our evaluation shows that PEAR

constructs MCGs correctly by soundly resolving dynamic dispatch, has good specificity

to support the needs of real-world static analysis systems, and requires modest developer

effort. While some future work is needed to improve the usability of the system with other

projects from the Rust static analysis ecosystem, the current prototype brings us one step

closer to practical, widely-available interprocedural analyses of Rust programs.
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